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## Abstract

We have developed an interactive virtual endoscopy system for the training of doctors to hone their skills. In this document, we describe the extraction of the model of the upper GI tract and stomach, and the calculation of automated walk-through for navigating through the GI tract. We also present the functionality of mapping arbitrary texture to the $3 D$ model as a viewing upgrade.
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## Keywords

## Virtual Endoscopy

## Notation and Abbreviations

No notation is used in this document. No abbreviations have been used either.

## Chapter 1

## Introduction

### 1.1 Virtual Endoscopy

Endoscopy is used to view inside the body, basically interiors of the hollow organs. In the other medical imaging device doctors would not probe the device directly into the organ. Besides viewing, they can also control the position and angle of probe. In some situations, they also require an additional channel to inject or to take a sample. This process also includes a risk of infection and over-sedation [22]. Young doctors use a virtual endoscopy system to hone their skill by practicing. It has been shown that a virtual reality endoscopy simulator can distinguish between beginners and experts in endoscopy and assess whether training improves the performance of beginners [8].

Some work has been done in the area of virtual colonoscopy [12] to provide the training software for the virtual endoscopy. Virtual endoscopy can also be used to access special parts of human body such as blood vessels which are impossible to access with real endoscopy.

Jolesz [13] used MRI and CT scans to extract model of GI tract and other organs along with a viewer. CT scan and MRI scan are used to get the cross section of the inner organs but the resolution is only 512 by 512 pixels per slice which is not sufficient to extract good models of organs. Instead of CT scan and MRI scan we used RGB image version of Visible Human Data from National Library of Medicine [1], where each slice has a resolution of 2048 by 1216 pixels.

### 1.2 Problems in Virtual Endoscopy

We identified that exiting systems does not have a good quality 3D model of GI tract and stomach as they use MRI scan and CT scan image, which has their limitation. Our goal is to obtain a good quality 3D model of the GI tract and build an interactive tool that support good quality output of the 3D model. For interactivity we need a fly-through and an automated walkthrough mechanism to navigate inside the model.

The general problems we face while building our virtual endoscopy system are as follows: extraction of good quality model of upper GI tract and stomach, computing automated walkthrough, optimizing the rendering process, mapping textures [25] that highlights the surface of the model.

## Chapter 2

## Related Work

### 2.1 Virtual Endoscopy

A lot of work has been done in the field of virtual endoscopy. Hong [11] designs an endoscopy system which was used for colonoscopy. It uses a modified region growing algorithm and marching cubes as segmentation techniques.

Yagel [28] describes a system for the training of surgeons in virtual sinus surgery and for teaching in virtual endoscopy. It uses volume rendering and 3D texture mapping [20].

Robb [21] presents two different endoscopy systems, one uses direct volume rendering and the other uses surface rendering. Darabi [4] proposed virtual endoscopy system that uses volume rendering with ray casting and planned navigation.

Ikuta [12] highlights the significance of virtual endoscopy with force sensation. Jolesz [13] developed a virtual endoscopy based on the CT and MRI data, with fly-through method to view and explore the data. The data used by Jolesz [13] has a resolution of .25 Megapixels per slice.

Hong [10] proposed the method for 3D virtual colonoscopy. Lakare [15] proposed a segmentation process for 3D virtual colonoscopy and You [30] proposed a method for interactive volumetric rendering of 3D virtual colonoscopy.

### 2.2 Surface parameterization for texture mapping

Initial work in this field has been carried out by Bennis [2]. They uses a series of user-defined patches and then optimises them. It proposed a new technique for interactive piecewise flattening of parametric 3D surfaces. It selects a chord curve on the surface and then unfold (flatten) the surface around this curve. However, this method compromise between discontinuities and distortions.

Pedersen [16, 17] proposed an interactive texture mapping of 3D surfaces. He used cut-and-paste method to map a surface. However his method require inputs form user to fully map the surface. Praun [19] uses similar method to parameterize the surface but it is fully automated. It describes the method for creating texture over an arbitrary surface mesh using an example 2D texture. We implemented this method because it does not requires user input. It repeatedly paste the texture patches on the surface patches until the whole mesh is completely covered. A surface patch is small area on the surface of the 3D model suitable to map a single texture patch. It select surface patches randomly. After covering the mesh it uses an energy minimising equation to optimise the alignment and local orientation of the mapped texture.

## Chapter 3

## BACKGROUND

A good model of upper GI tract and Stomach is required for a good visualization. In order to extract organs we used Visible Human Data. For the automated walkthrough we computed centreline of tract and fit a spline curve for smooth walkthrough.

### 3.1 Visible Human Data

Visible Human Data [1] is an effort to provide visualization applications a good and high resolution data-set of cross sectional images of the human body of a male and a female. To generate the visible male data, cadaver of the male was cut in the axial plane into slices at 1 millimetre interval. This results in 1,871 images, the size of each image is 2.375 megapixels.


Figure 3.1: Visible Human Project - section through the abdomen of a human male

### 3.2 ITK-SNAP

ITK-SNAP [31] is an open-source tool used for level set active contour segmentation. First it computes the contour of the 3D data using 3D geodesic active contour method (fig-3.2a and fig-3.2b). After that user has to mark the initial region of the snake also called snake tale (fig3.2c). Then it uses a region growing snake method (fig-3.2d) to construct the 3D triangle mesh from the input data.


Figure 3.2: Showing the process of calculating contour

### 3.3 B-Spline Curve

A spline curve is a single continuous curve which is formed by connecting sequence of curve segments. A B-Spline [29] is a generalisation of Bézier curve [29]. We used B-Spline curve to compute the path for automated walkthrough for the GI tract. We used B-Spline curve because most shapes are too complicated to use a single Bézier curve as it can avoid the Runge phenomenon [5] without increasing the degree of B-spline [7].

Given $h+1$ control points $P_{0}, P_{1}, \ldots, P_{h}$ and a knot vector $U=u_{0}, u_{1}, \ldots, u_{m}$, B-spline curve [23] of degree $p$ and knot vector $U$ is defined as

$$
C(u)=\sum_{i=0}^{h} N_{i, p}(u) P_{i}
$$

,where $N_{i, p}(u)$ is the basis function of degree p defined as:

$$
\begin{aligned}
& N_{i, 0}(u)= \begin{cases}1 & \text { if } u_{i} \leq u \leq u_{i+1} \\
0 & \text { if } u<u_{i} \text { or } u_{i+1}<u\end{cases} \\
& N_{i, p}(u)=\frac{u-u_{i}}{u_{i+p}-u_{i}} N_{i, p-1}(u)+\frac{u_{i+p+1}-u}{u_{i+p+1}-u_{i+1}} N_{i+1, p-1}(u)
\end{aligned}
$$

### 3.4 Texture Mapping

In Computer Graphics, texture mapping is used to enhance the richness of computer generated images [3, 9]. A 2D texture is a 2D image which is mapped to the surface of a 3D object. In OpenGL [26], texture mapping is done by assigning a location within the given texture to each vertex of the 3D object. Fig-3.3 shows the process of texture mapping.

(a) A 2D texture

(b) A quadrilateral

(c) Mapped quadrilateral showing mapped parameters

Figure 3.3: Showing the process of texture mapping

## Chapter 4

## ALGORITHM

### 4.1 Automated walk-through

We also provide automated walk-through of the interior of upper GI tract from the extracted model. This path is in the form of B-spline curve. The path extraction process contains three steps:

In the first step, we intersect planes $L_{1}, L_{2}, \ldots, L_{r}$ with the triangle representation of the mesh by aligning the mesh normal to the planes. For each plane $L_{i}$ we calculate the set points $L_{i}=s_{1}, s_{2}, \ldots, s_{t}$ of intersection of the plane with respect to the mesh (shown in fig-4.1b).

In the second step, we calculate the centroid of each group of points i.e. $L_{i}$. This is done by taking the average of all the points in the set $L_{i}$ (shown in fig-4.1c).

In the final step, we fit a B-spline curve using centroids as the data points for the curve (shown in fig-4.1d).

Let $D_{0}, D_{1}, \ldots, D_{h}$ be $n+1$ data points given and we wish to approximately fit a B-spline curve of $h+1$ control points and degree p , as

$$
C(u)=\sum_{i=0}^{h} N_{i, p}(u) P_{i}
$$

We want the curve to pass through the first and the last data points i.e. $D_{0}=C(0)$ and $D_{n}=C(n)$. Now the equation becomes

$$
C(u)=N_{0, p}(u) D_{0}+\sum_{i=1}^{h-1} N_{i, p}(u) P_{i}+N_{h, p}(u) D_{n}
$$

Let parameter $t_{i}$ correspond to data point $D_{i}$ in the approximation of the curve. For a least square approximation, the error function $f()$ has to be minimized, where

$$
f\left(P_{0}, P_{1}, \ldots, P_{h}\right)=\sum_{i=0}^{n-1}\left|D_{i}-C\left(t_{i}\right)\right|
$$

This can be solved as a system of linear equations [23].

$$
\left(N^{T} N\right) P=Q
$$

Where, $P=\left[\begin{array}{llll}P_{0} & P_{1} & \ldots & P_{h}\end{array}\right]^{T}$ and

$$
\begin{gathered}
Q=\left(\begin{array}{c}
\sum_{i=1}^{n-1} N_{1, p}\left(t_{i}\right) Q_{i} \\
\sum_{i=1}^{n-1} N_{2, p}\left(t_{i}\right) Q_{i} \\
\vdots \\
\sum_{i=1}^{n-1} N_{h-1, p}\left(t_{i}\right) Q_{i}
\end{array}\right) \\
Q_{i}=D_{i}-N_{0, p}\left(t_{i}\right) D_{0}-N_{h, p}\left(t_{i}\right) D_{n} \text { and } \\
N_{n-1, h-1}=\left(\begin{array}{cccc}
N_{1, p}\left(t_{1}\right) & N_{2, p}\left(t_{1}\right) & \cdots & N_{h-1, p}\left(t_{1}\right) \\
N_{1, p}\left(t_{2}\right) & N_{2, p}\left(t_{2}\right) & \cdots & N_{h-1, p}\left(t_{2}\right) \\
\vdots & \vdots & \ddots & \vdots \\
N_{1, p}\left(t_{n-1}\right) & N_{2, p}\left(t_{n-1}\right) & \cdots & N_{h-1, p}\left(t_{n-1}\right)
\end{array}\right)
\end{gathered}
$$


(a) Snapshot of the tool showing extracted model

(c) Points showing the centroid of the points in the intersection of the planes with the extracted model

(b) Lines showing the intersection of the planes with the extracted model

(d) Approximated curve along with the extracted model of upper GI tract

Figure 4.1: Showing the process of calculating the path for automated walk-through

### 4.2 Flattening

In the process of texture mapping we need to assign a 2 D texture coordinate to each of the vertices. It is an easy task if all the vertices of the triangle mesh lies in the same plane. But in general, a 3D triangle mesh can have vetices in different planes. For that purpose we took a small neighbourhood of triangles around a selected triangle called seed. After that, we apply tranformation to all vertices in the neighbourhood of triangles, except for the vertices of seed triangle, such that they all lies in the same plane. This process is called flattening. Figure-4.2 shows the flattening of a single triangle. We can easily repeat this process in bredth-first order to flatten a region containig many triagles.


Figure 4.2: Rotation of uncommon vertex of neighbourhood triangle along the shared edge by an amount of the angle between their normals.

The rotation matrix, for rotation by an angle $\theta$ about an axis in the direction of a 3D unit vector $u=\left(u_{x}, u_{y}, u_{z}\right)$ is given as
$R=\left(\begin{array}{ccc}\cos \theta+u_{x}^{2}(1-\cos \theta) & u_{x} u_{y}(1-\cos \theta)-u_{z} \sin \theta & u_{x} u_{z}(1-\cos \theta)-u_{y} \sin \theta \\ u_{y} u_{x}(1-\cos \theta)-u_{z} \sin \theta & \cos \theta+u_{y}^{2}(1-\cos \theta) & u_{y} u_{z}(1-\cos \theta)-u_{x} \sin \theta \\ u_{z} u_{x}(1-\cos \theta)-u_{y} \sin \theta & u_{z} u_{y}(1-\cos \theta)-u_{x} \sin \theta & \cos \theta+u_{z}^{2}(1-\cos \theta)\end{array}\right)$

### 4.3 Texture mapping

We implemented Praun's [19] method for texture mapping. This method works on repeatedly pasting texture patches on to the surface until the whole mesh is covered. The algorithm mappingTexture [Algorithm 2] is used to assign texture co-ordinates to a given 3D triangle mesh. It uses random seeds in each iteration. After the mapping it uses an energy minimization equation to align the texture and to find the local orientation of texture, and decide the boundaries of patches for good output. Since we are using a stochastic texture $[6,18]$ for the model we don't need to align the texture. It is clear from (fig-4.3) that orientation does not matter when we use stochastic texture. But if we do not use energy minimization function then the output is not aligned. Figure 4.5 b shows the texture we used in mapping of the dummy model (fig-4.5a) and the output of random mapping is shown in fig-4.5c. So, we used breadth-first search around the initial seed to find the nearby patches and do the process of mapping in a non-random fashion (fig-4.5d). To use breadth-first search we need to calculate the dual of the mesh (fig-4.4) which is given as generateGraphFromMesh [Algorithm 1].

## Algorithm 1 generateGraphFromMesh Input 3D triangle Mesh $M$ <br> Output Graph $G$

1: For each edge $(u, v)$ that belong to triangle $t$ in $M$ make triplet $\langle u, v, t\rangle$
2. Sort triplets in increasing order of $u, v$ and $t$

3: Make an empty graph $G$ in which number of vertices is equal to number of triangles in $M$
4: For each pair of triplet $<u, v, t_{1}>$ and $<u, v, t_{2}>$ make an edge between $t_{1}$ and $t_{2}$ in $G$ return $G$


Figure 4.3: (a) An stochastic texture with random texture patches, (b) texture patches arranged without orientation and (c) unoriented texture patches without boundaries.


Figure 4.4: A triangle mesh (solid line) and its dual graph (dotted lines).

```
Algorithm 2 mappingTexture
Input 3D triangle Mesh \(M\), texture \(T\)
```

Output 3D triangle mesh with mapping co-ordinates
1: Graph $G=$ generateGraphFromMesh( 3D Triangle Mesh)
: Pick a random triangle $t$ as seed
3: repeat
4: $\quad$ Use graph $G$ to select a patch $S$ around seed
5: $\quad$ Flatten $S$ over $T$
6: Assign mapping parameter in the triangle mesh
Get new seed around the previous seed
until 3D Mesh is covered


Figure 4.5: Showing the difference between choosing random seeds and breadth-first seeds

## Chapter 5

## IMPLEMENTATION

### 5.1 Extraction of Model

We used ITK-SNAP [31] tool to extract the surface of upper GI tract and stomach. It uses a region growing snake method. The parameters are: balloon force 1.0 , curvature force 0.20 , advection force 5.0. Extracted surface is retrieved as triangle mesh (shown in fig-5.1).

### 5.2 Software Design and user Interface

We develop the tool in C++ using OpenGL [26] for graphical visualization of the mesh. We are using the QT [27] framework for the GUI.


Position: $<150.000000,0.000000,0.000000>, 0.000000,0.000000,<0.109601,0.257384>$
Figure 5.1: Snapshot of the tool showing the extracted model

## Chapter 6

## EVALUATION AND RESULTS

We develop two different interfaces to interact with the model. First one is used to interact with the outer surface of the extracted model. We used quaternion [24] to achieve a good interaction with user. Second interface is used for viewing the surface of the extracted model from inside, which is similar to endoscopy. User can use a fly-through to view the inner surface of the extracted model. Our tool currently supports model view (fig-6.1), external view (fig-5.1), fly-through (fig-6.2) and automated walk-through of upper GI tract. It is also able to map any texture patch to the obtained model. In external view, a dummy model of GI tract and stomach is used with human skeleton to show the position of used organs.

We compute the running time of algorithms, which are described in section 4.3, on a 2.0 GHz 2 CPU Intel Xeon machine with 8 GB of RAM. It has an nVidia GeForce 8800 GTX with 4 GB of video memory. Results are given in Table-6.1. Performance of the tool varies with the view modes. We got an average of 912 frames per second in the model view. Which is expected as the triangle count in model view is 28547. However, we got an average of 21 frames per second in external and internal view because the triangle count is 667900. Frame rate is calculated at a resolution of 1280 by 1024 pixels.

Currently our tool does not detect collisions while using fly-through mode. It can be really helpful if the tool responds with a force feedback on collision. However that will require interactive devices with force feedback such as Haptic device [14].


Position: $<300.000000,0.000000,0.000000>, 0.000000,0.000000,<-0.060323,0,246835>$
Figure 6.1: Snapshot of the tool showing model view

Table 6.1: Running time of generateGraphFromMesh and mappingTexture.

| Size of 3D mesh | Running Time (in seconds) |  |
| ---: | ---: | ---: |
| (in number of triangles) | Algorithm-1 | Algorithm-2 |
| 2560 | 0.016 | 0.001 |
| 667900 | 1.919 | 0.328 |
| 4007400 | 12.015 | 1.950 |



Position: <8.048567,13.949807,-3.329110>, 0.007848,-6.029497,<0.097706,0.021097>
Figure 6.2: Snapshot of the tool showing interior of the extracted model

## Chapter 7

## Conclusions

We have proposed an interactive virtual endoscopy system. We extracted a good quality model of upper GI tract and stomach from a high resolution data and we developed an algorithm to calculate the automated walk-through of upper GI tract from this model. We also developed the tool with basic functionalities.

We proposed an interactive endoscopy viewer that highlights the internal organ. Currently our tool does not have a hardware support for force-feedback. Viewing part can be improved by applying custom shaders.

## Appendix A

## Framework

The tool GiTract Viewer can be viewed as two major layers of abstraction as shown in figureA.1.

The first layer is QGLWidget, which is responsible for handling user operations and displaying the rendered output on the screen. It handles all the GUI tools, mouse and keyboard interactions. It basically includes glwidget.h.

Second layer is 3D engine, which is responsible for rendering the objects. It handles all the objects related to the OpenGL rendering, $B$-Spline curve and required mathematical classes. It include gmath.h ,curves.h, trackball.h and 3deng.h. This layer act as an abstraction of OpenGL. It appropriatly calculates the OpenGL function calls along with their parameters and automatically handles their sequence.


Figure A.1: Abstraction of the tool


Figure A.2: Internal working of 3D engine

## Appendix B

## Headers

## B. 1 cmath.h

## B.1.1 Class Vector2f

Stores a 2D vector and perform operations related to 2D vector.
Data members of Vector2f

- float $x, y$

Table B.1: Methods of Vector2f

| Method/Operator | Comment |
| :--- | :--- |
| Vector2f() | constructor $\mathrm{x}=\mathrm{y}=0$ |
| Vector2f(a) | constructor $\mathrm{x}=\mathrm{y}=\mathrm{a}$ |
| Vector2f(a,b) | constructor $\mathrm{x}=\mathrm{a}, \mathrm{y}=\mathrm{b}$ |
| set(a,b) | assign $\mathrm{x}=\mathrm{a}$ and $\mathrm{y}=\mathrm{b}$ |
| operator $=$ | overloading assignment operator |
| operator + | does vector addition |
| operator - | does vector subtraction |
| operator $*$ | does element by element multiplication |
| operator / | does element by element division |

## B.1.2 Class Vector3f

Stores a 3D vector and perform operations related to 3D vector.
Data members of Vector3f

- float $x, y, z$

Table B.2: Methods of Vector3f

| Method/Operator | Comment |
| :---: | :---: |
| Vector3f() | Constructor $\mathrm{x}=\mathrm{y}=\mathrm{z}=0$ |
| Vector3f(a) | Constructor $\mathrm{x}=\mathrm{y}=\mathrm{z}=\mathrm{a}$ |
| Vector3f(a,b,c) | Constructor $\mathrm{x}=\mathrm{a}, \mathrm{y}=\mathrm{b}, \mathrm{z}=\mathrm{c}$ |
| Vector3f(Vector4f) | Constructor from first three dimensions of Vector4f |
| $\operatorname{set}(\mathrm{a}, \mathrm{b}, \mathrm{c}$ ) | Assign $\mathrm{x}=\mathrm{a}, \mathrm{y}=\mathrm{b}$ and $\mathrm{z}=\mathrm{c}$ |
| operator $=$ | Overloading assignment operator |
| operator + <br> operator += | Does vector addition |
| operator - <br> operator -= | Does vector subtraction |
| operator * <br> operator *= | Does element by element multiplication |
| operator / operator $/=$ | Does element by element division |
| operator \& | Returns dot product of two vectors |
| operator ${ }^{\wedge}$ | Returns cross product of two vectors |
| distance(Vector3f a) | Returns distance between this vector and vector a |
| magnitude() | Returns the magnitude of this vector |
| normalize() | Returns the normalized vector of this vector |
| rotate( $\mathrm{xy}, \mathrm{yz}, \mathrm{zx}$ ) | Returns rotated vector along xy , yz and zx planes in that order |

## B.1.3 Class Vector4f

Stores a 4D vector and perform operations related to 4D vector.
Data members of Vector 4 f

- float $x, y, z, u$

Table B.3: Methods of Vector 4 f

| Method/Operator | Comment |
| :--- | :--- |
| Vector4f() | constructor $\mathrm{x}=\mathrm{y}=\mathrm{z}=0$ |
| Vector4f(a) | constructor $\mathrm{x}=\mathrm{y}=\mathrm{z}=\mathrm{a}$ |
| Vector4f(a,b,c,d) | constructor $\mathrm{x}=\mathrm{a}, \mathrm{y}=\mathrm{b}, \mathrm{z}=\mathrm{c}, \mathrm{u}=\mathrm{d}$ |
| Vector4f(Vector3f a $)$ | constructor $\mathrm{x}=\mathrm{a} . \mathrm{x}, \mathrm{y}=\mathrm{x} . \mathrm{y}, \mathrm{z}=\mathrm{a} . \mathrm{z}, \mathrm{u}=0$ |
| set(a,b,c,d) | assign $\mathrm{x}=\mathrm{a}, \mathrm{y}=\mathrm{b}, \mathrm{z}=\mathrm{c}$ and $\mathrm{u}=\mathrm{d}$ |
| operator $=$ | overloading assignment operator |
| operator + | does vector addition |
| operator - | does vector subtraction |
| operator $*$ | does element by element multiplication |
| operator / | does element by element division |

## B. 2 curves.h

## B.2.1 Type Definitions

- typedef double POINTTYPE


## B.2.2 Structures

## struct Point

- POINTTYPE $x, y, z$
- method $\operatorname{set}(X, Y, Z)$ sets $x=X, y=Y$ and $z=Z$


## B.2.3 Class BSpline

Represents a B-Spline curve. Contain data members and methods to approximate a B-Spline curve from external data points. For more information on B-Spline curve see section-3.3 and section-4.1.

Table B.4: Data members of BSpline

| int $\_n$ | Number of control points are $\_n+1$ |
| :--- | :--- |
| Point* $c p$ | Array of control points |
| int $\_m$ | Number of knots are $\_m+1$ |
| double* $k v$ | Array of knots |
| int $\_d$ | Degree of the curve |

Table B.5: Methods of BSpline

| Method/Operator | Comment |
| :--- | :--- |
| BSpline() | Constructor $\_\mathrm{m}=\_\mathrm{n}=\_\mathrm{d}=0, \mathrm{cp}=\mathrm{kv}=\mathrm{NULL}$ |
| ${ }^{\sim} \mathrm{BSpline}()$ | Destructor |
| initCurve(controlPoints, <br> degree) | Initializes the curve |
| getD() | Returns the degree of the curve |
| getN() | Returns the number of control points |
| getM() | Returns the number of knots |
| $\mathrm{N}(\mathrm{i}, \mathrm{p}, \mathrm{u})$ | Returns the result of basis function $N_{i, p}(u)$ <br> where $0 \leq u \leq 1$ |
| $\mathrm{C}(\mathrm{u})$ | Returns the derivative of curve at position u, where $0 \leq$ <br> $u \leq 1$ |
| derivative(u) | Constructs the B-spline curve, given h+1 data points |

## B. 3 trackball.h

## B.3.1 Class TrackBall

Data members of TrackBall

- QQuaternion m_rotation = QQuaternion() (constructor default)
- QVector3D m_axis
- float m_angularVelocity
- QPointF m_lastPos
- QTime m_lastTime = QTime::currentTime() (constructor default)
- bool m_paused $=$ false (constructor default)
- bool m_pressed $=$ false (constructor default)
- TrackMode m_mode

Table B.6: Methods of TrackBall

| Method/Operator | Comment |
| :---: | :---: |
| TrackBall(mode) | $\begin{aligned} & \text { constructor m_angularVelocity }=0, \mathrm{~m} \text { mode }=\text { mode }, \\ & \text { m_axis }=\mathrm{QVector} 3 \mathrm{D}(0,1,0) \end{aligned}$ |
| TrackBall( angularVelocity, QVector3D axis, mode) | $\begin{aligned} & \text { constructor } \mathrm{m} \text { angularVelocity }=\text { angularVelocity, } \mathrm{m} \text { _mode } \\ & =\text { mode, } \mathrm{m} \_ \text {axis }=\text { axis } \end{aligned}$ |
| push(p,transformation) | reset m_lastPos to ' p ' |
| move(p,transformation) | move according to current position ' p ' and given transformation |
| release(p,transformation) | move and set m_pressed to false |
| start() | records the m_lastTime as current time |
| stop() | rotate according to the time and pause |
| QQuaternion rotation() | apply rotation according to the time difference between current time and m_lastTime |

## B. 4 3deng.h

## B.4. 1 Constants

- HALF_PI $=1.57079632679$
- $\mathrm{PI}=3.14159265358$
- OBJINFINITY $=99999.9$


## B.4.2 Structures

struct Texture $2 d$

- GLuint id
- long $w, h$
- unsigned char* buf
struct TriMesh
- unsigned long $a, b, c$


## B.4.3 Hierarchy of 3D Object Classes



Figure B.1: Derivative classes of Object3d

## B.4.4 Class Camera3d

Table B.7: Data members of Camera3d

| Vector3f pos | position of the camera |
| :--- | :--- |
| Vector3f eye | where they are pointing |
| Vector3f ori | orientation of the camera |
| float ang | viewing angle of camera |
| float cnear | camera's near cut-off distance |
| float cfar | camera's far cut-off distance |
| float ar | aspect ratio |
| bool isOrtho | project orthogonal or not |
| Vector3f orthoMin | left, bottom and near cut-offs |
| Vector3f orthoMax | right, top and far cut-offs |

## B.4.5 Class Material3d

Table B.8: Data members of Material3d

| Vector4f $a m b i$ | Ambient illumination |
| :--- | :--- |
| Vector4f diff | Diffuse illumination |
| Vector4f spec | Specular light |
| Vector4f emis | Emission color of material |
| GLfloat shin | Specular exponent |

void setColor( const Vector4f\& color)
Set 'ambi' and 'diff' properties of this Material3d object based on given color.

## B.4.6 Class Light3d

Table B.9: Data members of Light3d

| bool castShadow | Toggle shadow |
| :--- | :--- |
| bool isOn | Toggle light |
| Material3d mat | Material properties of light |
| Vector4f pos | Position or direction (in case of directional light) |
| Vector3f att | Attenuation $x+y *$ dist $+z *$ dist $*$ dist |
| bool isSpot | True for Spot-light |
| Vector3f sdir | Direction of Spot-light |
| GLfloat cutoff | Spot-light cutoff, default:45 |
| GLfloat $e x p$ | Spot-light exponent, default:2.0 |
| GLfloat cone | Spot-light cone alpha, default:0.0 |

void runGLemd(int light)
Call OpenGL fuctions for current this Light3d object

## B.4.7 Class Object3d

Contains data member and methods to represent a 3D model. Only Object3d instances are rendered by the function 'void render3dObjects()'.

Table B.10: Data members of Object3d

| bool objType | Default: 0 (none) |
| :--- | :--- |
| bool isCollidable | Make object collidable; Default: false |
| bool isExtreamObj | True(Default) if it's an immovable object or has unstoppable force |
| bool isHidden | True value does not render the object; Default: false |
| bool queryCollision | True: if it's a hit |
| bool castShadow | Toggle shadow |
| Vector3f cubeBoundMin | Bounding Box Minimum |
| Vector3f cubeBoundMax | Bounding Box Maximum |
| Vector3f col | color, Default: $0.7,0.7,0.7$ |
| Vector3f texCol | texture color, Default: $1,1,1$ |
| Texture2d* tex | Pointer to the texture of this object |
| GLfloat texEnvParam | Texture environment parameter; Default: GL_MODULATE |
| Material3d* mat | Material properties of this object |
| GLuint dispList | Display list id |
| Vector3f factorTra | 3d offset from it's position |
| Vector3f factor Rot | Orietation relative to it's original orientation |
| Vector3f factor Mul | Scaling of object relative to it's original size |

Table B.11: Methods of Object3d

| Method/Operator | Comment |
| :--- | :--- |
| Object3d() | Constructor |
| Object3d() | Destructor |
| void operatorAssign(Object3d) | Copy properties from another object |
| void bindTexture( Texture2d $*$ t) | Bind the texture to this object |
| void drawBounds() | Draws cuboid bounds around this object |
| void makeBoundsEql() | Make bounds a cube |
| virtual void updateDisplayList() | Recreate display list for this object |
| virtual void draw() | Handles draw method for this object |
| virtual void calcBoundingCube() | Calculate cuboid bounds for this object |

## B.4.8 Class Obj3ds

Extends the class Object3d to load triangle mesh from a 3DS (©Autodesk, Inc.) file. To read specification visit http://www.martinreddy.net/gfx/3d/3DS.spec.

Table B.12: Data members of Obj3ds

| char name $[24]$ | Object name |
| :--- | :--- |
| unsigned long numVert | Number of vertices |
| Vector3f* vertex | Array of vertices |
| Vector3f* normal | Array of normals |
| unsigned long numPoly | Number of Polygons (in 3ds it's triangles) |
| TriMesh* triangle | Array of triangles, containing indices of vertices |
| Vector2f* mapcoord | Texture mapping coordinates |
| bool smooth | Use precalculated normals |

Table B.13: Methods of Obj3ds

| Method/Operator | Comment |
| :--- | :--- |
| Obj3ds() | Constructor |
| bool Load3ds(char *filename) | Load the 3d object from the given file |
| calcNormals() | Calculate normal per vertex for smooth mesh |
| operator $=$ | Overloading assignment operator |
| operator += (Vector3f) | Translate object by given amount |
| scale(Vector3f) | Scale object by given amount |
| rotate(xy,yz,zx) | Rotat object along xy, yz and zx planes in that order |
| draw() | Render the object with current user setting |
| calcBoundingCube() | Calculate cuboid bounds for the object |

## B.4. 9 Class ObjBIN

Extends the class Object3d to load binary dump of 3D object. Used for fast loading of huge 3D triangle mesh.

Table B.14: ObjBIN File Format Specifications

| Offset (in bytes) | Type/Size | Comment |
| :--- | :--- | :--- |
| 0 | 32 bit uint | Contains number of vertices (numVert) |
| 4 | 32 bit uint | Contains number of polygons (numPoly) |
| 8 | $12 \times$ numVert | Array of vertices in Vector3f data type |
| $8+12 \times$ numVert | $12 \times$ numPoly | Array of triangles in TriMesh data type |
| $8+12 \times$ numVert + <br> $12 \times$ numPoly | $8 \times$ numVert | Array of mapping coordinates in Vector2f data <br> type |

Table B.15: Data members of ObjBIN

| unsigned long numVert | Number of vertices |
| :--- | :--- |
| Vector3f* vertex | Array of vertices |
| Vector3f* normal | Array of normals |
| unsigned long numPoly | Number of Polygons (in binary dump it's triangles) |
| TriMesh* triangle | Array of triangles, containing indices of vertices |
| Vector2f* mapcoord | Texture mapping coordinates |
| bool smooth | Use precalculated normals |

Table B.16: Methods of ObjBIN

| Method/Operator | Comment |
| :--- | :--- |
| ObjBIN() | Constructor |
| bool LoadBIN(char *filename) | Load the 3d object from the given file |
| bool saveBIN(char *filename) | Dump the 3d object from the given file |
| calcNormals() | Calculate normal per vertex for smooth mesh |
| operator $=$ | Overloading assignment operator |
| operator += (Vector3f) | Translate object by given amount |
| scale(Vector3f) | Scale object by given amount |
| rotate(xy,yz,zx) | Rotat object along xy, yz and zx planes in that order |
| draw() | Render the object with current user setting |
| calcBoundingCube() | Calculate cuboid bounds for the object |

## B.4.10 Class Obj3dGraph

Extends ObjBIN to implement the lapping of texture in binary dump.
Data members of Obj3dGraph

- TriMesh* elist

Table B.17: Methods of Obj3dGraph

| Method/Operator | Comment |
| :--- | :--- |
| Obj3dGraph() | Constructor elist = NULL |
| $\sim$ Obj3dGraph() | Destructor |
| calcGraph () | Calculate the dual graph of the triangle mesh |
| lap() | Implementation of lapping texture, see section-4.3 |

## B.4.11 Methods

## Texture2d* loadBMP( char *filename)

Loads the Bitmap file (*.bmp) into the texture structure.
On success a pointer to the Texture2d structure is returned. On failure a null pointer is returned.

## bool appendBMP( Texture2d *tex, char *filename)

Loads the alpha component from the given Bitmap file (*.bmp) in the given texture.
Bitmap file must be a grayscale image.
On success a returns true otherwise false is returned.
int getTotalTextures()
Returns the total number of textures read.

## void setRenderTexture(bool)

Sets whether to render the textures or not.

## bool isRenderTexture()

Returns the status that textures are currently rendering or not.

## void setDrawBounds(bool)

Sets whether to draw cuboid boundary around objects or not.

## bool isDrawBounds()

Returns the status to draw bounds or not.

## void setLighting( bool v)

Sets the lighting for the OpenGL.

## bool getLighting()

Returns the status of OpenGL lighting.
void updateDisplayList()
Calls the method 'updateDisplayList()' for all 'Object3d' instances.
void runForAllObject3d(void(*func)(Object3d*))
Calls the function 'void func(Object3d*)' for all 'Object3d' instances.
void setActiveCamera(Camera3d)
Sets the given Camera3d object as the default camera for 'render3dObjects'.
void setQuaternion( bool v)
Sets the default camera to behave like trackball view using quaternion.

## bool getQuaternion()

Returns the status of quaternion.
void setActiveViewTrackBall(TrackBall)
Sets the given TrackBall object as the current trackball for 'render3dObjects'.
void render3dObjects()
Renders all the Object3d instances under the default Camera3d and other user setting. unsigned int getNumRenderedPolygons()

Returns the number of rendered polygons in the last call of 'render3dObjects'.
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