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Figure 1: Atmospheric front represented as a ridge surface. (left) Profile of θE (equivalent potential temperature in Kelvin) over North Atlantic
and Europe on 18 January 2018, 12:00 UTC. Warmer colors correspond to warm and moist air, cooler colors correspond to cold and dry air.
A polar cold air mass encounters a subtropical warm air mass, resulting in the formation of a region with a high gradient of θE between them.
(middle) Scalar field of the horizontal gradient magnitude of θE (in Kelvin per 100 km) and the extracted surface along the maximum gradient
of the polar front. (right) Same as middle image but rotated and zoomed to the extracted surface.

ABSTRACT

An atmospheric front is an imaginary surface that separates two
distinct air masses and is commonly defined as the warm-air side of
a frontal zone with high gradients of atmospheric temperature and
humidity (Fig. 1, left). These fronts are a widely used conceptual
model in meteorology, which are often encountered in the literature
as two-dimensional (2D) front lines on surface analysis charts. This
paper presents a method for computing three-dimensional (3D) at-
mospheric fronts as surfaces that is capable of extracting continuous
and well-confined features suitable for 3D visual analysis, spatio-
temporal tracking, and statistical analyses (Fig. 1, middle, right).
Recently developed contour-based methods for 3D front extraction
rely on computing the third derivative of a moist potential tempera-
ture field. Additionally, they require the field to be smoothed to ob-
tain continuous large-scale structures. This paper demonstrates the
feasibility of an alternative method to front extraction using ridge
surface computation. The proposed method requires only the sec-
ond derivative of the input field and produces accurate structures
even from unsmoothed data. An application of the ridge-based
method to a data set corresponding to Cyclone Friederike demon-
strates its benefits and utility towards visual analysis of the full 3D
structure of fronts.

Index Terms: Atmospheric front, ridge surface, visual analysis.

1 INTRODUCTION

The conceptual model of atmospheric fronts is widely used in mete-
orology to analyze mid-latitude weather dynamics. Weather fronts
are drivers of precipitation in the mid-latitudes, with 50% (and lo-
cally up to 90%) of extreme precipitation events occurring at or in
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proximity to a front [7]. Frontal environments favor the occurrence
of atmospheric convection [6, 8, 14, 26], emphasizing the impor-
tance of enhancing the meteorological community’s understanding
of interactions between frontal regions and small-scale atmospheric
processes such as convective cells. In the literature fronts are most
often encountered as 2D front lines on surface analysis charts.
However, since convection includes vertical movement, investiga-
tions of front-convection interactions require a 3D representation
of the front. In three dimensions, front lines become imaginary sur-
faces that separate two air masses with distinct characteristics, com-
monly defined as the warm-air side of a frontal zone with high gra-
dients of atmospheric temperature and humidity [15]. They can thus
be understood as interfaces between those two air masses [25]. As
a synoptic-scale phenomenon, frontal surfaces have typical length
scales on the order of 1000 km, whereas the width of the frontal
zone is usually two orders of magnitude smaller.

Feature extraction algorithms have been proposed to auto-
matically detect atmospheric fronts; most of them work with
2D data [11, 16, 17]. Only recently, advances for extracting full
3D structures of fronts have been made, with pioneering work in-
cluding the approach by Kern et al. [12], which was later further
developed by Beckert et al. [3]. Their method for detecting and
visualizing 3D frontal structures is, to the best of our knowledge,
the only one currently available. However, one characteristic of
this method is that horizontal smoothing of the input data must be
employed to obtain visually continuous features on synoptic scales.
On such length scales, smoothing is acceptable since the focus is
on the large-scale structure. In addition, this approach [3, 12] re-
quires the third derivative to be computed, which may also become
prone to numerical instabilities for highly resolved datasets. 3D vi-
sualization of atmospheric fronts allows analysis of the atmospheric
dynamical and thermodynamic structure that would not be possible
with 2D methods, for example, by analyzing frontal tilt and its as-
sociation with convective processes [3, 12].

The overall motivation of our work is the investigation of scale
interactions during the formation of atmospheric convection in



frontal environments. Therefore, it is necessary to obtain a method
capable of extracting continuous and well-confined 3D frontal fea-
tures suitable for visual analysis, spatio-temporal tracking, and sta-
tistical analyses. To preserve small-scale convective processes,
smoothing is prohibitive.

In this paper, we propose an alternative approach [13] for extract-
ing atmospheric fronts without the requirement of data smoothing.
It is based on ridge surface detection and can extract 3D frontal
surfaces based on the second derivative of a moist potential tem-
perature field. We show that extracting frontal structures as ridge
surfaces using the method of Klenert et al. [13] leads to accurate
and robust representations of fronts, while maintaining the orig-
inal data resolution. We demonstrate the advantages of the pro-
posed approach via experiments on data corresponding to Cyclone
Friederike. A comparison of the results with the state-of-the-art
contour-based method [3] shows an improvement in accuracy.

2 RELATED WORK

Visualizations are key for facilitating the interpretation of complex
meteorological data, enabling deeper insights into weather patterns
and atmospheric phenomena [19]. For atmospheric fronts, visual-
ization techniques are usually based on ridge detection and frontal
features in two dimensions [10].

A common approach to front detection [10] in atmospheric sci-
ences uses the third derivative of thermal variables to detect the
horizontal warm-air “boundaries” of frontal zones, i.e., regions with
a strong horizontal gradient of the thermal variable. Atmospheric
front detection methods as described by Hewson [10] were primar-
ily restricted to 2D. Detection, visualization, and interactive explo-
ration of atmospheric fronts as surfaces in 3D became possible due
to recently developed methods by Kern et al. [12] and Beckert et
al. [3]. These methods are based on contour extraction from a scalar
field and are available via the open-source framework Met.3D [20].

Feature extraction by calculating the ridge, valley, or crease sur-
faces is of significant interest for many visualization, graphics,
and geometry processing applications and has been studied exten-
sively [1, 2, 4, 5, 22]. There are broadly two approaches followed
in the literature towards ridge extraction. One uses the Hessian to
compute crease surfaces [2, 22]. The second approach is based on
computing optimal paths [23] to project ridge surface patches in a
volume onto a ridge curve on the boundary of the volume [4, 5].
Algarni and Sundaramorthi [1] and Klenert et al. [13] employed
the second approach, resulting in surfaces that are more stable un-
der noise. Klenert et al. [13] further guarantee that the resulting
surface is an orientable manifold. This algorithm was developed
specifically in the context of extracting thin layers of ancient pa-
pyrus rolls and is optimized for speed by employing fast marching
algorithms [23]. Here, we apply their ridge surface extraction algo-
rithm [13] for extracting atmospheric fronts.

3 EXTRACTION OF FRONTAL STRUCTURES

Atmospheric frontal structures are 3D phenomena defined as a re-
gion of high temperature gradients and/or high humidity gradients.
They are typically defined as surfaces because their characteristic
length is one to two orders of magnitude greater than their width. In
particular, the front surface is defined as a surface along the warm-
side boundary of the frontal zone [21]. We follow this definition
to extract and visualize the frontal structure as a surface along the
warm-side boundary of the frontal zone.

Frontal zone and temperature gradient. Inside the frontal zone,
the temperature horizontally increases more rapidly than outside
(Fig. 2, black line). The first partial derivative of temperature
increases across the cold-side boundary and decreases across the
warm-side boundary, attaining a maximum within the zone (Fig. 2,

Figure 2: Illustration of a straight weather front. The frontal zone is charac-
terized by a sharp gradient of the thermal parameter τ (black). The gradient
(yellow) experiences a significant change on the boundary, corresponding
to an extremum in the second derivative (blue) and a zero point of the third
derivative of τ (red). The ridge extraction method uses the magnitude of the
minimum of the second derivative for extracting the warm-side boundary
surface. Additionally, the ridge method can be used to extract the surface
along the steepest gradient of τ , which is a stable feature inside of the frontal
zone. Figure adapted from Beckert et al. [3].

yellow line). The boundaries of the zone are defined as the sur-
faces containing the inflection points of the first partial derivative.
In other words, the second derivative of the temperature field in-
creases to a maximum on the cold-side boundary and decreases to
a minimum on the warm-side boundary (Fig. 2, blue line), corre-
sponding to zero points of the third derivative (Fig. 2, red line).
Hence, the front is often defined and extracted as the collection of
points where the third derivative of the temperature field is zero and
the second derivative is negative [10]. This collection of zero points
may be extracted using an isocontour extraction algorithm, result-
ing in a set of candidate surfaces. These candidates need filtering
based on multiple complex criteria to extract the frontal surface.

We propose to compute the front surface directly from the
second derivative and without requiring additional filtering steps.
Specifically, we will compute the frontal structure by applying
a method originally developed for extracting 2D manifolds
representing thin-layer structures in folded papyrus sheets [13].
This is an interactive method to extract ridge surfaces from
three-dimensional datasets.

Ridge-based frontal surface. A ridge surface of a 3D scalar field
is a surface that contains all local maxima of the field with respect
to the surface normal. Two key ideas are required to construct such
a surface with a guarantee of producing an orientable 2-manifold.

First, the fast marching algorithm [23] is used to compute the
ridge surface from the scalar field of the second derivative, thereby
avoiding the computation of the third derivative and its zeros to
locate the ridge points. Fast marching is an algorithm that com-
putes the minimum time required for a wavefront to reach each
point in the domain beginning from a set of seed points. The term
wavefront refers to the conceptual interface or boundary of a region
that is evolving through the spatial domain and is not related to the
weather front. The marching is directed by a cost function, which
favors larger values and assigns unlimited ‘speed’ to maxima, while
minima are assigned with zero ‘speed’. Terminating the fast march-
ing algorithm at a specific moment allows us to identify a volume
containing all points that can be reached at that time. Hence, the
boundary of this volume represents an isosurface with an isovalue
of the latest, and therefore highest, computed time. Those times
are recorded, resulting in a time field. An optimal path of the fast
marching method refers to the path taken by a point on the wave-
front, and coincides with the integral curves of this time field.

The second idea is to utilize the optimal paths of the fast
marching algorithm to reformulate the ridge surface extraction



Figure 3: Illustration of the ridge surface extraction algorithm [13] applied
on the gradient magnitude field of the wet-bulb potential temperature [K/100
km] of the Cyclone Friederike. The gradient magnitude field is visualized
using a color map, the seed points are shown in green, and the extracted
surface is shown as a triangle mesh. (top) The first seed point is specified
manually within the area of high gradient magnitude. The corresponding
surface patch is generated according to a user-specified maximum distance.
(bottom) Additional seed points are generated automatically in subsequent
iterations within the surface patch computed in a previous iteration. All
surface patches are merged into a ridge surface representing the maximum
gradient in the frontal zone.

problem as one of computing a ridge curve on the isosurface.
Thus, a three-dimensional problem is temporarily reduced to a
two-dimensional problem. Executing this simpler task of comput-
ing a ridge curve within a surface followed by a step that projects
the curve back into the 3D domain to compute a patch of the ridge
surface results in a method that is more stable under noise. Algarni
and Sundaramorthi [1] showed that the optimal paths of the fast
marching method are contained within the ridge surface. Klenert
et al. [13] improved this method and additionally calculated a
distance field, representing the length of optimal paths from the
seed points to any given domain point. Thus, given an isosurface of
the time field and assuming the desired ridge surface intersects the
chosen isosurface, the ridge curve on the isosurface with respect to
the distance field is also contained in the ridge surface.

Computation. The ridge extraction algorithm begins with a set of
seed points that are assumed to be on or near the desired surface. A
time and distance field is computed for each seed point within its
spatial neighborhood by applying the fast marching method. The
fast marching algorithm iteratively tracks the interface of an evolv-
ing region and terminates upon reaching a predefined distance from
the seed point. This distance is determined as the length of the com-
puted optimal paths as opposed to a simple Euclidean distance. The
interface or boundary of the neighborhood region corresponds to an
isosurface of the time field. After computing the neighborhood re-
gion, its boundary surface is partitioned into two surface segments.
The shared boundary curve of the two segments is a closed ridge
curve lying on the time isosurface. In the next step, the labels asso-
ciated with the two segments are projected onto the neighborhood

region. The interface surface between the two labels determines a
ridge surface patch. Essentially, each seed point generates a vol-
ume with two labels. Merging the label sets for all seed points and
calculating a neighborhood relationship between the seed points al-
lows the algorithm to generate a coherent ridge surface. For our
use cases, computing the ridge surface took only a few seconds.
The extraction procedure is illustrated in Fig. 3. The approach also
supports automated seed point generation. Regions of higher dis-
tances are the favored locations for the placement of additional seed
points, whereas shorter distances serve as a stopping condition.

4 DATA

For this study, we use ERA5 [9] global reanalysis data. The data is
horizontally interpolated onto a regular grid with a grid point spac-
ing of 0.25° in both latitude and longitude. Vertically, 137 model
levels are interpolated to constant pressure levels at 10 hPa inter-
vals. We used the variables temperature, specific humidity, and
pressure to derive the thermal quantities equivalent potential tem-
perature θE and wet-bulb potential temperature θW . Both variables
conserve temperature under pressure changes and moist processes
in the atmosphere. In particular, they are suitable to extract continu-
ous front features because strong gradients of humidity often occur
along with high temperature gradients within frontal zones [25].

The ridge extraction algorithm takes as input a scalar field given
by the magnitude of the horizontal gradient field of the thermal
quantity ∥∇hτ∥2 or the magnitude of the horizontal gradient of this
scalar field ∥∇h∥∇hτ∥2∥2. The former is used for extracting the
maximum gradient surface lying within the frontal zone, the latter
extracts the warm-air side boundary surface of the frontal zone.

The data corresponds to the case of the winter storm
Friederike (Fig. 1). This data is also discussed by Beckert et al. [3],
albeit with model levels in the vertical direction as opposed to lev-
els of constant pressure used in this study. We consider the time
step of 18 January 2018, 12 UTC. For additional visualizations of
the winter storm and description of the data on this time step, we
refer the reader to Figures 2, 5 and 12 in the paper by Beckert et al.

5 RESULTS

We extract the warm-air side boundaries of atmospheric frontal
zones as orientable 2-manifolds using the ridge surface method
described in Sec. 3 and compare them with fronts extracted
using the contour-based algorithm by Beckert et al. [3]. The
ridge extraction method uses extrema of the second derivative of
the thermal parameter, which corresponds to zeros of the third
derivative that are used for front extraction by the contour-based
methods. So, we expect results from both methods to be similar
in terms of geographic location, up to some numerical error. Both
methods are applied on the same θW fields. All derived data fields
for ridge extraction were calculated in Met.3D and imported into
Amira [24] for the extraction of the ridge surfaces. Fig. 4 shows
the fronts extracted by both methods for the example of Cyclone
Friederike, visualized in Met.3D [20].

Ridge-based fronts. In Fig. 4A, the ridge surface extraction
method [13] is used to extract ridge structures from unsmoothed
input data to visualize the two main frontal features of the domain
(green surfaces). The left frontal structure forms an elongated, al-
most straight band from the Atlantic over France to Central Ger-
many, representing the polar front shown in Fig. 1. The second
front is a smaller curved band over Northern Germany and is asso-
ciated with storm Friederike (low-pressure center is visible through
the pressure contour lines). Since no filtering except for the optimal
path length criterion (cf. Sec. 3) is applied on these surfaces, they
appear solid and continuous, with high local curvature reflecting the
structure of the underlying variable field.



Figure 4: Frontal surfaces (warm-air sides of frontal zones) extracted from the wet-bulb potential temperature θW during Cyclone Friederike (18 January 2018
12:00 UTC). (A) Front surfaces extracting using the ridge-based method from the θW field without smoothing. (B,C) Overlay of fronts extracted using the
ridge-based method (green) and contour-based method (orange). The contour-based method is applied on the θW field after smoothing (smoothing radius
100 km) in (B) and is applied without prior smoothing in (C). The geometric extent of the features should only be compared qualitatively, as different methods
for filtering were used. Blue vertical axis aids spatial perception.

Figure 5: Frontal surfaces (warm-air sides of frontal zones) extracted using (A) our ridge-based method from θW without smoothing, (B) contour-based method
from θW after smoothing, and (C) contour-based method from θW without smoothing. These surfaces are the same as in Fig. 4, but viewed looking westward
over northern Germany towards the North Atlantic. The vertical section shows unsmoothed θW (K, blue-to-red color bar) and ∥∇hθW ∥2 (K (100 km)−1, gray
color bar). The yellow box highlights the region of interest discussed in the text.

Contour-based fronts. In Fig. 4B, the ridge surface structures of
Fig. 4A (green surfaces) are visualized together with the frontal
visualizations of the contour-based method [3] generated from
smoothed input data for the entire domain (orange surfaces). The
orange surfaces were smoothed over a length scale of 100 km and
the following filter parameters were applied: (1) thermal front
parameter (TFP) of 0.3–0.5 K (100 km)−2; (2) frontal strength of
θW of 0.8–1.2 K (100 km)−1; (3) frontal strength of dry potential
temperature θ of 0.8–1.2 K (100 km)−1. The contour-based
method essentially captures the same two main features, with
additional features along the Alps (likely a stationary front due
to topography), along the west coast of Italy, and north of the
polar front. This method produces straighter bands, leading to
a positional difference of several tens of kilometers between the
methods, especially where ridge surfaces are curved.

Data smoothing. Fig. 4C shows the effect of data smoothing for
the contour-based method in comparison with Fig. 4B, where no
smoothing was used. The following filter settings [3, Sec. 2] are
used to receive the contour-based front structures: (1) TFP of 2.5–
3.0 K (100 km)−2; (2) frontal strength of θW of 2.0–3.0 K (100
km)−1; (3) frontal strength of dry potential temperature θ (to filter
orographic fronts) of 1.0–1.5 K (100 km)−1. As can be observed,
using unsmoothed data leads to multiple small patches (orange) in-
stead of continuous bands. However, those patches are well aligned
with the extracted ridge surfaces. The frontal structure north of the
polar front disappears, while the previously continuous bands over
the Alps and Italy appear as clusters of patches.

Fig. 5 examines selected details of the frontal structures more
closely, using a vertical section showing θW and its gradient that
cuts through both fronts. The view is looking westward over North-
ern Germany towards the North Atlantic. The frontal surfaces
extracted by both methods and computed from the unsmoothed
θW fields align well with the warm-air side of the frontal zone

(Fig. 5A and C; gray shaded region on the vertical section, i.e.,
where ∥∇hθW ∥2 is largest). Fig. 5B shows that the smoothed front
visualization is not aligned with the boundary of the frontal zone.
Applying a smoothing radius of 100 km, which is on the same
length scale as the width of a frontal zone, can lead to local de-
viations in the front’s localization that may be on the order of one
magnitude of the frontal zone. Thus, smoothing potentially impacts
the analysis of small-scale processes in frontal environments.

6 CONCLUSIONS

We presented a novel method for computing 3D atmospheric fronts
which results in stable features that enable subsequent investiga-
tions of frontogenesis, evolution, and morphology. To the best
of our knowledge, this is the first 3D atmospheric front extraction
method based on a ridge extraction approach. Compared to existing
front extraction methods, our approach generates stable, continuous
structures without the need for data smoothing, thereby enhanc-
ing the accuracy of front representations. This potentially allows
for straightforward application in challenging datasets with strong
fluctuations, such as those where small-scale convective processes
disturb the frontal zone. By depending only on the second deriva-
tive rather than the third, our approach reduces the numerical error
and ensures robust results. Particularly in cases where analyzing
the maximum gradient of θW within the frontal zone is of interest,
our use of the first derivative further strengthens the reliability of
our results. However, analysis of further use cases is needed to sup-
port these findings. One limitation of the presented method is its
requirement for seeding, the influence of which also needs further
evaluation. In addition, quantitative evaluation of high-resolution
data sets will be carried out to strengthen the analysis of the method.
In the next phase of our research, we will utilize the extracted ridge
surfaces to investigate scale interactions during the formation of at-
mospheric convection in frontal environments [18].
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