Integrated Parallelization of Computations and Visualization for Large-scale Applications

Preett Malakar

Department of Computer Science and Automation
Indian Institute of Science, Bangalore, India

USER-DRIVEN STEERING

Problem 7 st
Simultaneous visualization of the simulation SIMDAEMON VISDAEMON Resolution/
. . Nest Resolution |
data can reduce the end-to-end simulation- Nest location | == —
visualization time. System User Input Output Frequency Progress rate | s [
. . . 5 . - Simulation Progress Rate [
High simulation rate, high I/O bandwidth and response # Processors Output interval 5=
low network bandwidth can lead to :- |
| | | APPLICATION | | Peool
» Rapid accumulation of data in stable storage MANAGER
» Stalling of simulation Output Frequency e
» Low temporal resolution of visualization # Processors System / Application
parameters
Y
. Output frames Y
Impact of resource constraints > P I =
=40 ¥ ]
. Network D . < LL SIMULATION — L] VISUALIZATION
Disk Space . Disk is full in O Z R - |
Bandwidth = O PROCESS < L " PROCESS
Q. O = = | Network | S
100 TB 1 Gbps 8 hours = Storage = é
10 Gbps 12 hours = T
"G TR ALGORITHMIC STEERING Tracking Aila
500 TB INST: Adaptive Integrated Steering Framework
10 Gbps 60 hours

Efficient Online Visualization : g
Weather simulation of grid size 4486 x 4486 points, 10 km Visualization of

resolution, execution on 16,384 cores with 1.2 seconds of

iton _ | — Sl S2 S3 S4 —
execution time per time step, and I/O bandwidth of 5 GBps \ \
V1 V2 >

Contributions

An adaptive integrated steering (INST) framework
that simultaneously performs simulations and
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* Smooth simulation despite resource constraints Results
* Reconciling algorithmic and user-driven steering
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Constraints
* Objective: Smooth simulation and visualization * Objective: Reduce simulation-visualization lag

» Disk space
* Network and I/O bandwidth

» Approach: Optimization based on resource constraints * Approach: Select representative frames
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